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Abstract: Statistics Netherlands has been experimenting thighcollection of prices
from online stores through web scraping. This papgaores whether the unweighted
multilateral time-product dummy, or fixed effectgproach is useful for constructing
high-frequency price index numbers from online de¥a explain how unmatched (hew
and disappearing) items are treated and how thepimduct dummy index compares to
two matched-model price indexes: the chained Jevmlex and the multilateral GEKS-
Jevons index. We argue that the time-product dummathod is generally preferable to
the chained matched-model Jevons method but temgi®tiuce similar, though perhaps
slightly less volatile, results as the GEKS-Jevorethod. Neither of these methods is
suitable for products where quality change is ingoaror where item identifiers, such
as web IDs, frequently change. Some examples aredad using data extracted from
the website of a Dutch online store.
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1. Introduction

Over the past couple of years, Statistics Nethdddms been experimenting with the
collection of prices from the Internet througikeb scrapingOnline prices could perhaps
replace part of the prices observed by price clscfor the compilation of the CPI.
Online prices might also replace data that is eulyebeing collected from the Internet
in a much less efficient way. Apart from efficienoynsiderations, web scraping has the
advantage that prices can be monitored daily, atiguhe estimation of high-frequency
price indexes. In the Billion Prices Project, aeash initiative at MIT that uses online
data to study high-frequency price dynamics anthtioh, daily price index numbers
have been calculated for several countries aron@avorld, including the Netherlan8s.
For an example on Argentina data, see Cavallo (2012

Importantly, data on quantities purchased cannoblizerved via the Internet.
The lack of quantity data is problematic for thenstouction of price indexes, but the
problem is not new to statistical agencies. Weighinformation at the item level is
generally lacking (unless scanner data is avaijalled so the agencies are forced to
construct unweighted indexes. For each productsémeple of narrowly defined items
is typically kept fixed, at least for some timedahe index is based on matched items
to compare ‘like with like’. When new items areroduced into the sample to replace
disappearing items, quality-adjustments shoulddréex out in order to measure pure
price change.

The item samples have traditionally been quite kmalticularly to keep things
manageable and control costs. A large part of tiséscassociated with compiling a CPI
stems from price collection at the stores. If wetaping turns out to be successful, the
costs could be reduced substantially, even wheeroiog all items (displayed on the
website) rather than taking small samples. Thescostild be further reduced if it were
possible to develop a method, including a compsystem, where quality adjustments
are carried out without manual intervention.

Aizcorbe, Corrado and Doms (2003) claim that piessible to construct quality-
adjusted price indexes without observing any itéraracteristics. They suggest using a

! Hoekstra, ten Bosch and Harteveld (2012) desaiilnee first experiences with the use of web scraping
software, which is part of a broader project atiSias Netherlands on ‘Big Data’ (Daas et al., 201

% The price indexes are currently compiled by Pria&Sa private company; see www. PriceStats.com.



regression model which — instead of including ctinastics like in a hedonic model —
includes a set of dummy variables indicating tleeng plus a set of dummy variables
indicating the time periods. But their idea soutmts good to be true. Diewert (2004)
shows that this method produces a matched-modekimdthe bilateral case. Silver and
Heravi (2005) argue that in the many-period cdse,index “will have a tendency to
follow the chained matched-model results.” De Haad Krsinich (2012), on the other
hand, have found that theme-product dummy methatld make a difference in the
many-period case.

The aim of this paper is threefold: to explain vihg multi-period or multilateral
time-product dummy index usually differs from itsaitned matched-model counterpart,
to show that the time-product dummy method doespnotuce quality-adjusted price
indexes, and to investigate whether this methagséful for estimating high-frequency
price indexes from online data (for goods wherdityuehange is not a major concern).
The rest of the paper is structured as follows.

The time-product dummy method can be interpreteal gisecial case of the time
dummy hedonic method, so in section 2 the hedomithad will be discussed in some
detail.

Section 3 addresses the relation between the twboake Essentially, the time-
product dummy method is based on a regression nvdusle the hedonic price effects
are replaced by item-specifixed effectsThis leads to a model where item identifiers
are the only ‘characteristics’ included. An expresgor the time-product dummy index
in terms of geometric average prices and average effects is derived.

Section 4 discusses the treatment of unmatched @nevdisappearing) items in
the many-period case. It appears that items wiimgle price observation in the pooled
data set are ignored in the estimation of the fmmuetuct dummy index, indicating that
this method does not produce a quality-adjustezkpndex.

In section 5 we argue that the time-product dumneyhod generates a special
type of matched-model price index. We compare ithe-product dummy method with
an alternative multilateral approach, the GEKS meéti he latter method uses all of the
matches in the data by taking an average of aliptesbilateral price comparisons — in
our case using matched-model Jevons indexes — vaaete period serves as the base.
We show that the time-product dummy method and3B&S-Jevons method basically
aim at the same (matched-model) index number famul



In section 6 we suggest using a rolling window apph to updating the time
series and discuss problems that may arise wheg dsily online price data, including
the treatment of regular and sales prices. A rélasue is whether the compilation of
daily price indexes would be useful.

Section 7 provides some empirical illustrationsr Gata set contains daily price
observations extracted from the website of a Dutcline retailer for three products:
women’s T-shirts, men’s watches, and kitchen appés.

Section 8 summarizes our findings and concludes.

2. Time dummy hedonic indexes

A hedonic model explains the price of a productrrits (performance) characteristics.
Though other functional forms are possible, forveanence we will only consider the
log-linear model

Inp' =4 +iﬁkzik +E, (1)
k=1

where p' denotes the price of iteirin periodt; z, is the (quantity) of characteristic
for itemi and B, the corresponding paramete¥: is the intercept; the random errors
&' have an expected value of zero, constant variandezero covariance.

The parametergs, in model (1) are constant across time. Pakes (28@flies
that this is a (too) restrictive assumptionyt it allows us to estimate the model on the
pooled data of two or more periods, thus increasifigiency. Suppose we have data
for a particular product at our disposal for pesiod 0L,...,T ; the samples of items are
denoted byS°®,S',...,S" and the corresponding number of itemsNY, N*,...,.N". The
estimating equation for the pooled data becomes

T K
In p; =5O+ZJtDit+Z/8kZik+£it’ 2
t=1 k=1

® Data permitting, this assumption can be testechoke flexible method for estimating quality-adjubte
price indexes is hedonic imputation where the dtarstics parameters are allowed to change owres ti
and the model is estimated separately in each piensd. Starting from some preferred index number
formula, the ‘missing prices’ are imputed using firedicted prices from the hedonic regressions.a~or
comparison of time dummy and imputation approackes, Silver and Heravi (2007), Diewert, Heravi
and Silver (2009), and de Haan (2010).



where the time dummy variablB; has the value 1 if the observation pertains téogder
t and the value 0 otherwise; the time dummy paramele shift the hedonic surface
upwards or downwards as compared with the interiggpt 4°. The method is usually
referred to as thieme dummy method

Suppose equation (2) is estimated by Ordinary L8gsiares (OLS) regression,
yielding parameter estimate¥, o (t=1...T) and /3"k (k =1,...,K).* Since changes
in the item characteristics are controlled fexp(ﬁ‘) Is an estimator of quality-adjusted
aggregate price change going from the base perimde@ch comparison periad An
explicit expression f0|exp(5't an be derived in the following manner. The preic

prices of item in the base period 0 and the comparison petiads

b’ = exp@”) exr{z_ B z} : (3)
Pl =exp@°)exp(@') ex i[}kzik}; t=1..T). (4)

Taking the geometric mean of the predicted pricesli items belonging to the samples
s andS',...,ST, respectively, yields

[1(B")"" =exp@”)ex Z_ék_zozik/N‘)} (5)
[(B)" =exp(*)exp*)ex Z/?k_Zzik/Nt}; (t=1..7). (6)

Dividing (6) by (5) and some rearranging gives

e ex z,bﬁ"kZ)zik/No} G
exp@') == : k;l i0s — iCs - exp{z (Z¢ —Zf()] (7)
[ ex k_lﬁkZak/N‘} [Qene

* Under the classical assumptions, OLS regressitirsuffice. However, estimating a time dummy model
by OLS produces an unweighted price index, whicandesirable from an index number point of view.
When quantity or expenditure information at thenitievel is available, weighted least squares regas
is preferable, even if it introduces some heterdak#city, because a weighted index results.

® The estimator is not unbiased, but the bias isnoftegligible in practice. For bias correction tersee
Kennedy (1981) or van Garderen and Shah (2002).



wherez) =>" .z, /N° andz =)z /N' are the unweighted sample means of

characteristick. Due to the inclusion of time dummies and an o#pt into the model,
Ao 1UN° _ l/NO

the OLS residuals sum to zero in each period sb It'Fl L ( |_||Dso(pI

and |_||Ds‘( YN = |_||Dst(pI )N . Expression (7) can therefore be written as

|_|(|O.)N

Po :exp(a:t) = 1 & iﬁk(zk _zli)} (t=1..T). (8)

GE

igs

The exponential factor in equation (8) adjustsrdt® of geometric mean prices
for any changes in the average characteristicsdstyeriod and the base period 0. If
Z.) = Z., then the quality-adjustment factor equals 1 dediidex simplifies to the ratio
of geometric mean prices. A specific instance of dondition holds when the samples
S® and S' coincide so that all items are matched. In thiedhe time dummy index is
equal to the matched-model Jevons price indexnaodklling becomes unnecessary.

In equation (2), period O serves as the base ahareny variable for this period
was excluded to identify the model (to prevent @etrimulticollinearity). But regression
theory tells us that thg@’k are independent of the choice of base period. élahe time

dummy index igransitiveand can be written as a period-on-period chaindex:

|_[(|O.)N’ ‘

PT%:H s ex Zﬂk(zk‘l—zk)} t=1..T). 9)
T |'|(pf‘1)N”

st
It is easily checked that expressions (9) and (8)radeed equivalent.

A similar expression is obtained if bilateral timdemmy indexes were estimated
on the pooled data for adjacent periods and sulesgiguchained. The difference would
be that the estimated characteristics parametersarkept fixed over the entire period
0,...,T but will differ across the various links of thieain. An often-heard argument for
chaining is that it maximizes the set of matchethd and reduces the need for quality
adjustments. However, although the set of matctesds typically shrinks in the course
of time, the argument is not relevant here becthsatructure of the direct multilateral
index is similar to the structure of the chainelhteral index. It is only the difference
between the estimated parameters from the two appes that matters.



3. Time-product dummy indexes

In the time dummy model (1), both the charactersstif an item and the parameters are
assumed constant over time. This implies that tt@mbined effect on the log of price
is also constant over time. If information on itetraracteristics is not available, it may
be worthwhile to replace the unobservable hedofiiects Z:zl,é’kzik by item-specific

fixed valuesy;. This leads to théxed-effectsnodel
Inp/ =J' +y +&'. (10)

Suppose across the entire peri@d., T we observeN different items, many of
which may not be available in every time periode Estimatingequation for a pooled

regression corresponding to (10) is

T N-1
In pit:a+251Dit+zyiDi+git’ (11)
t=1 i=1

where D, is a dummy variable that has the value of 1 ifdhservation relates to item
and 0 otherwise. A dummy for an arbitrary itéhis not included (sar =3° +y,,) in
order to identify the model. The OLS parametemestées arei , ' (t=1...T) and y

(i =1...,N —-1). Note that while items with identical charactedsthave identical fixed
effects ., the estimatey; will generally differ?

Model (11) is the intertemporal counterpart of tirell-known country-product
dummy model for estimating price indexes acrosstraes’ Following de Haan and
Krsinich (2012), we refer to (11) as thme-product dummynodel. It has been used by
various researchers to estimate price indexes atiog, including Aizcorbe, Corrado
and Doms (2003), Ivancic, Fox and Diewert (2009siKich (2011a,b), de Haan and
Krsinich (2012), and Krsinich (2018)rom a statistical point of view, the time-product

® It is not possible to include both characteristing product dummies as the model will not be ifiedt
the vector of values for any characteristic canviiten as a linear combination of thel vectors for the
product dummies and the intercept.

" The country-product dummy method is due to Sumr(idg3). Diewert (1999) and Balk (2001) review
the different approaches to international price garisons.

8 Balk (1980) discusses a weighted version of thislehin the context of constructing price indexes f
seasonal goods. Aizcorbe, Corrado and Doms (208BDULS to estimate equation (11) whereas the other
authors listed here use expenditure-share weidbtest squares. See the Appendix for details ofatber
approach.



dummy method is less efficient than the hedonicetsummy method because more
parameters have to be estimated. The time-produaitdy method is cost efficient in
that there is no need to collect information omiteharacteristics.

In order to derive an explicit expression for thmee-product dummy index, we
can follow the same steps as in section 2.iFet,...,N —1, the predicted prices in the
base period 0 and the comparison peribds=1,...,T) are p’ =exp@)exp(’;) and
Pl =exp@) exp(c?‘)exp(f/i), respectively, while foi = N we have p; =exp@ )and
Py = exp@) exp@"). By setting ¥y = Owe can simply writep® = exp@)exp(; )and
P’ =exp@) exp(éﬁt)exp(f/i) for alli. Taking the geometric mean of the predicted prices
across all yields

[0 =esp@rext 27 /e | 2
_ﬂ(ﬁf)ﬁ=exp@)exp(5‘)ex ZJZ/Nt} (t=1..T). (13)

Dividing (13) by (12), some rearranging and USWDSO(I@P)”NO _ |—|iDSO(pi0)1/N0 and
[Tos (BN =[] (P givesfort=1...T

1 1
Qe ex ZWN"} e
P, =exp@') == T = =2 eXF{f/O _V]' (14)

[J(P)Y ex Z%/N‘} e

where j° = zmsof/i IN°® and j' = sttf/i IN' are the sample means of the estimated
fixed effects, withy, = 0

An important question is whether the time-produatndny method generates a
quality-adjusted price index, i.e. whether it pndp@accounts for new and disappearing
items. In other words, apart from random disturlesncloes the factcesxp[f/0 —f/t] in
(14) approximate the quality-adjustment facmm[z::l,ﬁ’k (z) -z})] in equation (8)
well? In section 5 we argue that this is not theeta

® This could be empirically shown if information oharacteristics was available. Unfortunately, detzs
based on web scraping typically do not contain thie of information. Although many websites show
some characteristics, it is often difficult to exdt and put them into the required format for umsbddonic
regressions. Also, different websites tend to sHdferent sets of characteristics for a particydesduct,
making it difficult to attain consistency acrosdioa stores.



We will first examine what drives the differencetween the unweighted time-
product dummy index and the chained matched-magleink index. The time-product
dummy method is a special case of the time dummihade and so the time-product

dummy index (14) can be expressed as a chain istaxar to equation (9):

|_|(|0.)N'

P2, = |_| i exp{y T]; t=1..T). (15)
_|_J_1( pi _1)NT N

In section 4 below, we decompose a single chakihn(15) into the adjacent-period
matched-model Jevons index and two factors reptiegetine effects of new items and

disappearing items.

4. Unmatched items and the time-product dummy index

To analyse the impact of unmatched items, we nest sadditional notation. Consider
adjacent periods -1 andt. The total set of items in peridd- i4 S™ =S,* O S, ™,
where S;*' denotes the subset of matched items between geriodl andt and S;™

the subset of ‘disappearing’ items (which may apagin later). Similarly, the total
set of items in periodis S' =S;* O S,*, where S;™' denotes the subset of ‘new’
items (observed in periadout not int — 3. We denote the size of the respective sets by
N N, NG, Ng™ =N =N,*, and N* =N' =N A single chain link in
equation (15) for the time-product dummy index naw be decomposed as

gﬁi = ﬂ( P j“l Dﬂ P) 'Dls_‘ol‘(p exdp - 7]
TPD |_|1(pI Nl N H(p. Nl N

iasy,
| iosy™ | iosy™

t-1t — —ft-1t
£l s

(16)

The first bracketed factor in (16) shows the rafithe geometric average period
t prices of the new and matched items, raised tpomeer of fi™ = N * /N' (i.e., the
fraction of new items), and the second bracketetbfaequals the inverse ratio of the
geometric average periad- prices of the disappearing and matched itemsegdais



the power of f.™ = N;™ /N'™ (the fraction of disappearing items). The factéthw
the average fixed effects can be written as

— —_ft-Lt _ ft-1t
£ s

1 1
[exp( )] [exp)]™
extlp -7']= AN A (17)
1 1 )
[exp(7 )™ [exp(Z )™
L oSyt i L oSyt |

Substituting (17) into (16) yields a decompositadrihe kind we are looking for:

— _ ft-1t — _ft-1t
N fs

pl N pit NGt
1 |'l L |‘l e
P2, ( p; jNﬁAh iosy exp(;) oSy 1t exp(;)
X 1 1
( p! JNRA“ ( prt ijﬂ“
Lleosy) | [ Lhlewsy)

If the fixed effects approximate the quality diffeces well, then the ratigs' / exp(f;)

(18)

and p~/exp(y; ) are ‘quality-adjusted prices’, normalized withpest to the base item
N. Expression (18) shows, for example, that newstéave an upward effect compared
with the adjacent-period matched-model Jevons ivdesn their geometric average of
(normalized) quality-adjusted prices is higher thizat of the matched items. The larger
the fraction f ™" of new items, the bigger this effect will be.

There is no reason to expect that the effectseohdw and disappearing items in
(18) are both equal to 1 or cancel each otherTake for example clothing. The prices
of most clothing items decline over time, so a nhdimatched-model index will have a
downward trend. If the time-product dummy methoduldowork well, the unmatched
items are likely to counter this trend since weestghe average quality-adjusted price
of new (disappearing) items to be above (below)aherage quality-adjusted price of
the matched item$.In that case the bracketed factors in (18) tendetgreater than 1
and the resulting index does not necessarily fotlesvchained Jevons index.

9 Using a U.S. scanner data set, Greenlees and NMa@lg2010) show that a chained matched-model
price index for misses’ tops has a strong downviranad, which is eliminated when hedonic regresgon
used. A problem with fashion goods such as clotisnipat fashion itself may be regarded as a qualit
determining feature, so that part of the price idectould be attributed to deterioration in qualiut
even if they wanted to, statistical agencies am@blento measure fashion effects. Seasonality @if its
obviously another problem. For different approadoaethe treatment of clothing in a CPI, séensumer
Price Index Manual: Theory and Practi¢g.O et al., 2004).



Now recall thatp' =exp@) exp(c?‘)exp(f/i) or exp() = P/ /[exp@) exp@')],
and therefore alsexp(;) = '™ /[exp(@) exp@'™)]. Substituting these results into the

first factor and second factor between square letaakf (18), respectively, gives

|

t

n
!

_1
j NG

| L
B ﬂ( pr?i‘le -
n

| iosy™t

|

p.t
£l

_1
j NG

t-1t
N

idsy

P
&

_1
j NG

0

Liosyt

‘t—l
i

_1
j NG

_t-1t
fD

(19)

According to (19), new items will have an upwarteef when their average regression
residuals are greater than those of the matchatsite period, i.e., when their prices
are on average unusually high. Decomposition (4@) well-known result. It holds for
any (OLS) multilateral time dummy index and candirectly derived from the fact that
the regression residuals sum to zero in each period

Equation (19) does clarify the role of items wharle observed only once during
the whole period),...,T . By definition these are unmatched items. Whenguisedonic
regression, they affect measured price changéegsshould, but when using the time-
product dummy method, they do not. To understang this is the case, recall that the
OLS regression residuals for alD S'™ andi 0S' sum to zero. Because each item has
its own dummy variable, the residuals also sumei® per item. Moreover, for items
observed in one period only, there is just a simiservation in the data set, implying
pi™ =p ™ and p' = p; for somei OS;™ andi O S™.

When only two time periods, 0 and 1, are considezgdation (19) describes the
decomposition of the bilateral time-product dummgaex. In this simple case we have
p’ = p? for all disappearing items ang' = p' for all new items, so the numerators of
both bracketed factors in (19) are then equal tbht. denominators are also equal to 1
because the residuals for the matched items, vdrelobserved in periods 0 and 1, also
sum to zero in each time period. Thus, the bilatirge-product dummy index equals
the matched-model Jevons price index.

Diewert (2004) has shown this result earlier in¢batext of two countrieS.He
notes that the method “can deal with situationsre/tgay item n* has transactions in

one country but not the other” and that “the priokgem n* will be zeroed out”. The

1 Sjlver and Heravi (2005) have done the same forttme periods.
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fact that, while their fixed effects can be estiatgtitems with a single observation are
zeroed out in the two-period case, carries oveéhéomany-period case. This does not
mean that a chained matched-model Jevons indeks,eas we have seen. ltems which
are ‘new’ or ‘disappearing’ in comparisons of adjaicperiods are typically observed
multiple times during0,...,T and are not zeroed out. They contain informatiomprice
change that is used in a multilateral time-prodiioinmy regression whereas they are
ignored in a chained matched-model index.

5. A comparison with the GEKS-Jevons index

The fixed effects in a time-product dummy model banseen as item-specific hedonic
price effects, assuming the parameters of the cterstics in the underlying log-linear
hedonic model are constant across time. This l&aaorbe, Corrado and Doms (2003)
and Krsinich (2013) to believe that the time-pradiienmy method produces a quality-
adjusted price index. But measuring quality-adjdgigce indexes without information
on item characteristics is just not possible. Taialmost trivial from a modelling point
of view. In a hedonic model, the exponentiated tomenmy coefficients are estimates
of quality-adjusted price indexes since we contoolchanges in the characteristics. In
the time-product dummy model, there is nothingdatml for asauxiliary information
on characteristics is not included.

The exponentiated time dummy coefficients in tieetproduct dummy method
do not measure quality-adjusted price change luesent a particular type of matched-
model price change. In this section, we will congptire unweighted multilateral time-
product dummy method to a competing transitive aagh, the unweighted multilateral
GEKS method. It will be shown that if a time dumigdonic model holds true, which
is the basic assumption underlying the time-proadluwchmy method, the two methods
basically aim at the same matched-model index nurobeula.

The GEKS methodvas designed for making transitive price compaissacross
countries. lvancic, Diewert and Fox (2011) havepseih the GEKS method to construct
transitive comparisons across tifidhe GEKS index going from period 0 to peribd
(t=0,...,T) can be expressed as

12 For applications on Dutch and New Zealand scadat, see de Haan and van der Grient (2011) and
de Haan and Krsinich (2012), respectively.

11



T

P =] = (20)

where P® and P" are bilateral price indexes between periods Ol amdl period$ and
t. Periodl (I =0,...,T) serves as the link period or base period for téous bilateral
comparisons. In its standard form, the GEKS metls®sb bilaterainatched-modgbrice
indexes.

When quantity data is available, as in scanner, dafgerlative bilateral indexes
such as the Fisher or Tornqvist should be usegldhtity data is lacking, as with online
data, Jevons indexes can be used instead. Superséstiwell as Jevons indexes satisfy
the time reversal test, which is a prerequisitetfer GEKS method. In this section we
focus on bilateral Jevons indexes, so in (20) wesha

PO| - PJOI — |—l (%JNV&I ’ (21)
iosy \ P
1

P" =P = [EJN (22)
=Pl = |—| | ,
i0Sy, Pi

where S and S, denote the matched samples between the respeetiiads with
sizesNJ and N;, . Note thatP?® = P}' =1, as required. Thus, the GEKS-JeVdmpsice
index (20) can be written as

T 1 T 1 7T 1 2

L Rt s [0 [ ) SO I

1 #t 1#t 1 #t

showing thatP, the bilateral index going directly from periodd periodt, ‘counts
twice’.

In section 4 we have seen that the price indexngrisom an unweighted time-
product dummy regression on the pooled data ofgenods simplifies to the bilateral
matched-model Jevons price index. This means wevcid® the bilateral price indexes
(21) and (22) as time-product dummy indexes, wiadiitates a comparison with the
multilateral time-product dummy index. That is,équation (23) we seP = PTOF',D(OJ),

Py =Py and Py = Py, » Where (0), (1,t) and (Ot) refer to bilateral comparisons

13 Following Balk (2008), we refer to the GEKS mettasithe procedure to obtain transitivity, no matter
what type of bilateral index is used, and write ‘K&=Jevons” when bilateral Jevons price indexesrente
the computation.
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between periods 0 andperiodsl andt, and periods 0 and From section 4 it follows
that

(p! )NI
eX[{J/(m) y(0|)] (24)

iaos

_rl(pi)N"
|‘|(p>N‘

( Ni

|'| Po) "

PT?DtD(O,t) =5 1 eXF{JA/(%,t) - JA/EOJ)]’ (26)

|'l(p. v
s
where we havefy, =3« Fion /N, Fion = Doe Fran /N Py = Dos Pan IN'

f/(tl,t) = Ziustf/i(lyt) /N ! J:/(%yt) :Ziusf’f/i(oyt) / NO and J:/Eo,t) :Zius‘f/i(ol) IN'. These are
the sample averages of the estimated fixed effgetsvould find when estimating the

ol
PTPD(O,I)

ex;{y('l 0~ J:’(tl,t)]? (25)

It
PTPD(l =

:O

a’:l

bilateral time-product dummy model by OLS regressio the pooled data of periods 0
andl, | andt, and 0 and, respectively.

After substituting equations (24), (25) and (2@pi23), we find the following
expression for the GEKS-Jevons index:
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Equation (27) decomposes the GEKS-Jevons priceimde three factors. The
first factor is the ratio of geometric mean prigeperiodst and 0. The second factor is
the antilog of the difference between the (aritho)edverages 011:/(%,,) (=1..,T) and
Voo (1=0,...T;l £t), wherepg,, and J,,, count twice. The third factor is the antilog
of the average of, —Jy,, (I=1...T;l #t), raised to the power off ~1)/(T + 1)
We expect the third factor to be relatively smaitl dluctuate around zero over time.
The GEKS-Jevons index is therefore most likely eniby the first two factors.

Let us compare decomposition (27) with decompasifizd) for the multilateral
time-product dummy indexPS:.. , and P%, are both written as the ratio of geometric
mean prices in periodsand 0, adjusted by factors based on differencasenage fixed
effects. The average fixed effects for period 0 padodt in (27), f/(%,,) and f/(ﬁvt), can
be viewed as crude approximationsjdf and ! in (14) because, by assumption, they
all measure the same average fixed effects, afistilnated on different subsets of the
data. Thus, the mear(®__jo, +75,) /(T +1) and (Z:T;?f/(ﬁvt) + Jioy) (T +1) are also
approximations ofy® and j*, but much more stable than the elemejits, and y;,, -
The third factor in (27), which of course does appear in (14), adds noise to the first
two factors.

This result suggests that the unweighted time-prbdummy and GEKS-Jevons
indexes essentially aim at the same index numbyerdia and are likely to have similar
trends. There can be a difference in smoothnesgirtte-product dummy index perhaps
being a little smoother. Hence, if a time dummydred model describes the data well,
then the time-product dummy method can be viewed @snoothed) approximation of
the matched-model GEKS method.

Our finding is not surprising. The only informatientering the estimation of the
time-product dummy index is the prices, or pricarges, of all items that are observed
more than once, i.e., items that aratchedduring some periods of the windoy...,T ,
because the other items are zeroed out. This iexthet same information that is used to
construct the GEKS index. The time-product dummyhme imputes ‘missing price$;
but the imputations are unlikely to affect the ttexs compared with the GEKS method

as long as the underlying assumptions are satisfied

% Summers (1973) proposed the country-product dummathod for estimating transitive price indexes
across countries with the aim of obtaining a felt ef prices through imputations for products thi
purchased in one country but not in all other coest
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When the true characteristics parameters changetiove, or if a single model
Is too restrictive, the basic assumption underlytimg time-product dummy model will
be violated. As the two methods treat the pricengba of the matched items differently,
a difference in trend between GEKS and time-prodiuchmy indexes can arise. The
time-product dummy method has a potential pracadakantage though: the indexes are
easier to estimate, assuming the statistical packagomputer system can handle large
amounts of data and run regressions that include/i@e and product dummies.

6. Issues with daily online data and daily indexes

A problem with multilateral methods is that wherador the next periodT{+1 in our
case) is added and the model is re-estimatedethdts for all previous period§,...,T)
change. Statistical agencies do not accept conigtevisions of their price statistics. A
rolling window approactcan be used to overcome the revisions problemekample,

a multilateral time-product dummy hedonic model \doloe estimated on the data of a
window with a fixed length, in our case ®f+1 time periods, which is shifted forward
each time period. The most recent period-on-panddx movement is then repeatedly
spliced onto the existing time serfés.

A window length of at least one year will be neeegso cope with seasonal
goods. On the other hand, it does not seem vepfuielhoosing a window length that
exceeds the average period items — as identifiedddy IDs or article numbers — are
offered for sale. The lifetime will depend on tlypé of product, the prevailing market
circumstances and the stores’ or manufacturerstyof changing item identifiers. The
importance of the latter issue has not always lhel§nrecognized.

For measuring price change, items should ideallidbeetified by a complete set
of characteristics; items with identical (quansti&) characteristics are deemed similar.
The number of characteristics needed to distingbéttveen different items can be quite
large, so usual practice is to choose a limitedtghportant characteristics. If there are
no item descriptions at all, as we have with welagag data, or in case it would be too

time consuming to identify items uniquely from puatl descriptions, the only feasible

!5 lvancic, Diewert and Fox (2011) employ a rollingndow approach in the context of GEKS-Fisher
price indexes.
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solution will be to rely on item identifiers fourmh websites, such asticle numbersor
web IDs

However, these item identifiers may be too detaitedour purpose as different
article numbers or web IDs can relate to items Wwiace similar from the consumers’
point of view Item churn will then be overestimated and matchedehindexes will
be based on fewer matches than desirable. Pricgyebaf items whose article numbers
or web IDs have changed but otherwise remainedanggd are captured by hedonic
regression methods, although the results beconreasingly model dependent. But
suchhidden price changewill be missed by matched-model methodscluding the
time-product dummy method.

There are a number of issues that are specifietosgraping data. Online prices
for supermarkets in the Netherlands are usuallysa®ove shelf prices due to delivery
costs. In turn, shelf prices may differ from averagnsaction prices (i.e. unit values) as
a result of promotional sales and the like. Repriedivity of the online data is another
issue. The range of products shown on websites neelde the same as offered in the
corresponding (physical) outlets and may changg frequently, even on a daily basis.
Changes made to the website are a potential probésociated with web scraping since
it could lead to missing price observations. Alsw,clothing in particular, online stores
sometimes classify items that are on sale in aragpé&clearing) sales category, and this
category should not be overlooked.

The last point raises an important issue. It isi@ls that both regular and sales
prices should be taken into account for measurmge ghange, but it is not so obvious
how they should be treated. Suppose first, follgntme Billion Prices Project at MIT,
that we observe prices on a daily basis and follesvprice change over time of each
individual item as long as it is available. Whikest price trajectory shows the change in
offer prices, the observed price trend is not neardy the right one from the average

consumer’s perspective as a result of promotioalgss For example, it might happen

'° This issue was also mentioned by Bradley et 897}, who investigated the potential uses of scanne
data in the U.S. CPI, and by de Haan (2002).

" The first step traditionally followed by statisiiagencies when an item is replaced by a newlyksim
item is to find out whether or not the items arenparable. If they are, the prices are directly carag
(and if they are not, a quality adjustment showddiade); see for example Chapter 17 in the U.Sedur
of Labor StatisticHandbook of Methodsavailable at www.bls.gov. This procedure enstines hidden
price changes will not be missed.
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that regular prices stay constant over time budsspfices show an upward trend. Since
promotional sales occur infrequently relative te tumber of days with regular prices,
the overall trend seems to be almost flat. Howe¥egnsumers mainly buy the item at
times of sales’ then the change in sales prices would be a datterator of the change
in prices actually paid.

Partly due to promotional sales, daily price inder®y be quite volatile, at least
at the product level. It is questionable whetharsidenefit from volatile price indexes,
and they may want to smooth out volatility. Altetiaaly, the statistical agency could
do ‘internal smoothing’ by constructing price inéexat a lower frequency, for example
weekly or monthly. There is another reason whyadtestruction ofdaily indexes from
online data may not be very meaningful. Prices ahynproducts, particularly services,
cannot be observed online. For these productgialfforice indexes are available from
most statistical agencies on a monthly basis @uyt seems that a month is the shortest
period possible to combine official figures withlioe data to calculate an overall CPI.
Ideally, monthly unit value indexes are computethatitem level, which would resolve
the sales problem mentioned above. But withoutrmédion on quantities purchased,
calculating unit values from daily online data & possible.

In many cases, scanner data is an ideal sour@®ifoputing unit values, but that
might be different for online purchases, in patacwon clothing. Statistics Netherlands
has received a research scanner database fromoa hdrh online store. An issue is
the way in which goods that were returned by thetaers are treated. The quantities
registered in a particular month refer to quartitielivered minus quantities returned.
This means that quantities can be negative, sontethe observed in the database for a
number of goods. More generally, it is not immegliaclear how quantities purchased
in each month and the corresponding unit valuesldhze determined. This issue needs

more attention.

18 We saw this for a number of products in supermtaskanner data. An illustrative example for the mos
popular make of detergents in the Netherlandsasvehin de Haan (2008). Quantities sold at the ragul
price were negligible.

19 PriceStats uses officially published monthly ineiesfor unobserved products to calculate daily dvera
inflation measures, apparently by assuming thaeledexes are constant across the whole monthst‘Mo
of the categories that we are not able to covesanéces. This, however, is not a problem for goal to
detect the main changes in inflation trends. Sesvire usually quite stable and not the main soafrce
volatility.” (www.PriceStats.com/faqgs)
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7. Empirical results

In this section we present some empirical restilte main goal is to illustrate that the
different types of price indexes discussed in tgep, i.e. TPD, chained matched-model
Jevons, and GEKS-Jevons indexes, can have quitzalif trends and are often highly
volatile when constructed at a daily frequency. Qata set contains daily offer prices
extracted from the website of a Dutch online storghree products: women’s T-shirts,
men’s watches, and kitchen appliances. Actuallyew@oit two data sets. The first data
set covers the period of 6 October 2012 to 8 AR0L3; the sample period is extended
to 12 August 2013 in the second data*sdlote that this online retailer has no physical
store, and so the data relate to (potential) ordumehases only.

Figures 1-3 compare daily time-product dummy (TRBJ chained Jevons price
indexes for the three products (with 6 October 2882he base period), based on the
initial small data set. The change in unweightetharetic and geometric average prices
is also plotted. As shown by equation (14), théediince between the TPD index and
the ratio of geometric average prices results fdififlerences in the sample means of the
estimated fixed effects. A couple of things aretiwanentioning.

For women’s T-shirts (Figure 1), we observe a matite difference between the
TPD and chained Jevons indexes, the TPD sittingeablee chained Jevons. This is in
accordance with our expectations, as discussedditios 4. Both price indexes appear
to have substantial downward bias, which also meetexpectations because both are
matched-model indexes based on ‘too detailed’ mdgntifiers and/or a lack of quality
adjustment. The two indexes are very volatile. Bueompositional changes, average
prices are even more volatile. Yet the trend inrage prices seems a lot more plausible
as an indicator of aggregate price change thatre¢he of the TPD index. Although the
sample period is too short to draw any definitieaausions, a seasonal pattern appears
to emerge with average prices declining in autumsh\\&inter, and then rising again in
spring.

Heterogeneity probably is greater for men’s watdes kitchen appliances than
for women’s T-shirts, which at least partly expkathe erratic behaviour of the average
prices (Figures 2 and 3a). The trends of the TPDdmrained Jevons indexes for these

% The price indexes based on the extended dataesetkindly estimated by Frances Krsinich (Statistic
New Zealand).
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products look reasonable. In Figure 3b the leftesbas been adjusted in order to show
that the TPD and chained Jevons indexes for kitelpghances are also volatile, though
much less so than average prices. The differemceslatility as well as in index levels

between the two indexes are minor.

Figure 1: Daily price indexes of women’s T-shirtsgmall data set)
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Figure 2: Daily price indexes of men’s watches (smiaata set)
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Figure 3a: Daily price indexes of kitchen appliance (small data set)
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Figure 3b: Daily price indexes of kitchen appliance (small data set)
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Figures 4-6 display daily TPD indexes for the thpeaducts, estimated from the

extended data set. Figure 4 confirms that the Tlex of women’s T-shirts is severely
biased downwards: nobody believes an aggregate gecline of almost 60% within 10
months. A comparison of Figures 4-6 with the TPBeixes shown in Figures 1-3 tells
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Figure 4: Daily TPD price indexes of women'’s T-shis (large data set)
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Figure 6: Daily TPD price indexes of kitchen appliaces (large data set)
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When trying to estimate GEKS-Jevons indexes orbipealata set, it turned out
that the SAS program was unable to handle suclga Emount of data. We decided to
randomly sample one observation out of seven ddilervations per item in each of
the 43 weeks. Two independent samples were dragatta better understanding of the
potential effects of sampling in time. Figures ¢dénpare the resulting weekly GEKS-
Jevons price indexes with weekly TPD indexes eséthrom the same samples.

For women’s T-shirts (Figure 7), the GEKS-Jevordeindoes not fall as fast as
the TPD index, which is a bit surprising, but foems watches (Figure 8) and kitchen
appliances (Figure 9), the two indexes are veryiaimNote that the difference between
the indexes estimated from sample 1 and samplesr@adl for each product. Comparing
Figures 7-9 with Figures 1-2 reveals that drawiamgles does not change the picture
much (during 6 October 2012 to 8 April 2013), bothterms of trends and volatility.
Apparently, there is a lot of redundancy in thelyddata set. This again raises doubts
about the usefulness of observing prices on a thaiys. For the three products, weekly
web scraping would suffice, unless of course theiaito explicitly compile daily price
indexes.

The above results are preliminary. In future wokk should take a closer look at
the microdata. Previous analysis of web scrapirig ttam another Dutch online store
indicated that many items were missing as a reulay-to-day changes in the website,
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even though these items were most likely avail&tnigurchase. It may be worthwhile
to impute temporarily ‘missing prices’, for examlg carrying forward the latest price
observations. In particular, it would be interegtto investigate how imputations affect
the volatility of the daily and weekly time series.

Figure 7: Weekly price indexes of women’s T-shirtglarge data set)
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Figure 8: Weekly price indexes of men’s watches (lge data set)
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Figure 9: Weekly price indexes of kitchen appliance (large data set)
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8. Conclusions

Some authors, e.g., Aizcorbe, Corrado and Doms3(28Ad Krsinich (2013), refer to
the time-product dummy method as a hedonic regnesgdproach. In our opinion, this
is not appropriate. Hedonic analysis is about dgumimg heterogeneous products into
their price-determining characteristics, measutivgcharacteristics’ marginal prices or
price elasticities, and often estimating qualitysated price indexes. As characteristics
are not included, the time-product dummy modelbisanhedonic model.

The confusion arises from the fact that ‘fixed efé in a time-product dummy
model can be viewed as item-specific hedonic esfddhe characteristics parameters of
the underlying log-linear hedonic model are conséamoss time. This does not imply,
however, that the time-product dummy method prosupgelity-adjusted price indexes.
The only data effectively entering the estimatidnime-product dummy indexes is the
price changes of items that are matched in oneave tilateral comparisons across the
whole sample period, which is the exact same deiaenters the estimation of GEKS-
Jevons price indexes. To clarify our point, we hglwewn that if a time dummy hedonic
model holds true, the unweighted time-product dunmeyhod and the matched-model
GEKS-Jevons method essentially aim at the same indeber formula.
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Measuring quality-adjusted price change withoutidat item characteristics is
just not possible. The two multilateral methodswdtidherefore not be applied to goods
where quality change is importahtDe Haan and Krsinich (2012) show how the GEKS
method can be modified to account for quality cleabg using hedonic rather than
matched-model price indexes as input in the GEKSesy* For goods where quality
change is of minor importance, the two methods haueh to offer as compared to a
period-on-period chained matched-model price insiexe they use all of the matches
across the whole sample period. We would prefelGE&S method because it is the
most straightforward way to obtain transitive inde»xand because it is a nonparametric
approach whereas the time-product dummy methodoetrbased. Minimising model
dependence seems like good advice for producingialfstatistics. The identification
of items remains an issue. Any matched-model mebredks down when changes in
item identifiers and price changes occur simultasbo

The time-product dummy method has a practical aaggnthough, in particular
when the aim is to construct high-frequency primdex numbers using online data. If
the production system can deal with very large data, time-product dummy indexes
may be easier to estimate than GEKS indexes. Alsoequations (18) and (19) provide
practitioners with the opportunity to decomposel#test period-on-period price change
into a matched-model index and the effects of itémas are new or disappearing with
respect to the previous period. The latter effaotsimplicitly based on the data of many
earlier periods. Staff involved in production oét@PI may not like this aspect, but it is
unavoidable with multilateral methods.

% This is also true for the chained matched-modebde method, which is how PriceStats compiles daily
indexes for each product category. On their wel{sitew.PriceStats.com/fags) it is mentioned that “We
treat all individual products [what we call itenas separate series, without making product sutietit

or hedonic quality adjustments. Only consecutivegoobservations for exactly the same product aeelu
to calculate price changes. So, for example, iVaslreplaced with a new, more expensive modeldoe
not have a price change in that category. Only vihemew model starts changing its price will theeix
start to be affected by that product. Similarly,enta product disappears from the sample, we asitse
temporarily out of stock for a set amount of timAdter that period, the product is discontinued frtme
index.” We think their approach can give rise tavapd bias for high-technology goods (due to a laick
quality adjustment) and to downward bias for cleth{due to a combination of high-frequency chaining
and the use of too-detailed item identifiers).

2 As mentioned in footnote 6, it is not possiblértcorporate characteristics into a time-product dym
model; the product dummies must be left out to tifigthe model, turning it into a time dummy hedoni
model.
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A major drawback of web scraping is that quantipeschased/sold cannot be
observed. If quantities or expenditures at the el are available, as in scanner data,
then this information can be used in the estimaioiine time-product dummy model in
order to obtain weighted price indexes. This hanlaone by Ivancic, Diewert and Fox
(2009), de Haan and Krsinich (2012), and Krsin201@3), using the items’ expenditure
shares as regression weights. In the Appendixcardposition of the expenditure-share
weighted time-product dummy index is derived altimg lines for the unweighted case
in section 4. The treatment in scanner data sepsaufucts that have been returned by
customers deserves more attention. Previous asddysstatistics Netherlands indicated
that this was a problem in scanner data from amerdtore, particularly for clothing,
and in scanner data from a Do-It-Yourself store.

Our empirical results for three products confirmttdaily price indexes can be
highly volatile. For kitchen appliances and menatetes, the TPD and GEKS-Jevons
indexes are similar, as expected, but the chaieedn$ index performs just as well. For
women’s T-shirts the situation is different: theacted Jevons index sits below the TPD
index, as expected, but the TPD and GEKS-Jevorexegddiffer. The latter indexes are
heavily biased downwards due to changing idensifier comparable items.

Appendix: The weighted time-product dummy method

In this Appendix we will show what drives the difface between the expenditure-share
weighted time-product dummy index and the periogeriod chained matched-model
Tornqvist price index. We assume that the time-pcodummy model (11) is estimated
by WLS regression, where the items’ expenditureeshg’ and s' in the base period 0
and the comparison periotigt =1,...,T) serve as weights. Note that the shares sum to
unity in each period, i.e)’ ,s’= and) s =1 The predicted prices are given
by p’ =exp@)exp(;) and p' =exp@) exp©) exp( ), where@, & and y denote

the WLS parameter estimates. Taking geometric mefbiine predicted values yields

|—l (PO = exp@) exp{z S'Oﬂ ; (A.1)
|_| (ﬁf)ﬁt = exp@) exp@ ') ex ZS‘VJ; t=1..T). (A.2)
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By dividing (A.2) by (A.1), rearranging and usir1§|mso('l5i0)so = Hmso(pio)ﬁo
and [ . (ph)s = [Nis (p")% (which holds because the weighted regressionuatsid
sum to zero in each time period), an explicit egpien for the weighted time-product
dummy index is found:

(p!)s
R =exp@') == exdp® - 7']; (t=1..T), (A.3)

ios
where j° =3 s’y andy' =" sy are the expenditure-share weighted sample
means of the estimated fixed effects, with theatffer the base item itefN set to zero
(7n =0).
Just like its unweighted counterpart (15), the Wted index (A.3) is transitive
and can be written as a chain index:

t (p/)¥
paX [
WTPD |1:| |_| (pr -1 €

_1 -
F)°
jiostt

xdp -7, @=1..7). (A.4)

A single chain link in equation (A.4) can be writtas

1 t s
e 000 [ 00091 Do) _ [

—_ — i
ot-1 t-1y st g - gt - ~t-1y5 ! ' (A5)
Rueo [P | [][exeG)* ] ( p' j T[]
its its NN ios
iostt EXp@i)
with p/™ = p/ ™ /exp(/,) and p' = p/ /exp{. ). Chain link (A.5) can alternatively be
written as
PVSEI'PD _ Iljlsvl_tll I|]|ST|1t (A 6)
PVS'YF;lD B |—l ~t—1)§ |—l ~t—1 ' '
oSy iosy

We introduce some additional notation. The aggeegapenditure shares of the items

that are matched in periods-1 andtares, =3 ..s ands, =3 .S . Thus,

=5 /s, and s, =s'/s,, represent the matched items’ normalized experalitur

Sm =
shares, such thiu%lt i :st;wfl,t s, = . Multiplying (A.6) by the adjacent-period
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matched-model Térnqvist price indeﬂ D%“ (p'/ pi™)& )2 and dividing again by

the same index, but now written fg, Pl vsa)i2 g H.ms,w“ (P2 gives

DS\A“

x -1 T
+3M

% ) [_ S s +$M LL;I‘(D. ) } IDl;L H

= T . (A7)
PVS‘YIEP%) iDls_‘mI“ pit_l _ |_|l(~t_1)S ~t—1 = ?M
rl( t—l)qM st M rl
idsy, ™ L DSw
Using s zusDnSﬁ =1-s;", s\ :ZIDS} .S =1-s, and the normalized shares
ol =5 1/s‘Dlt and s, =s'/s,* for unmatched items, equation (A.7) can be written
as:

sy ~_ 1 -sit 3
e I |'l ) I'l GRE I'l =

idsy ™ ids, ™

(A.8)

idsy ™t

Three points are worth noting about equation (AR#st, although this is trivial,
if in both periods the expenditure shares are #meesfor all items, i.e. i ™" =1/N'*
and s =1/N' for all i, then (A.8) simplifies to decomposition (18) fhetunweighted
case.

Second, if there are no new or disappearing iteet&den periods -1 andt,
thens, = s, = 0and the chain link equals the product of the ajaperiod matched-
model Torngvist price index and the last factoequation (A.8). Because the Térnqgvist
index is not transitive, high-frequency chainingndead to a drifting time seriééSo
we could say that the last factor in (A.8) elimgmthain drift in the Térnqgvist index.

Third, unlike the unweighted index, (a chain linfy the weighted time-product
dummy index depends on the model specificationl items are matched. This type of
model dependency holds for any weighted multilateénae dummy method, including
the time-product dummy methdd.

2 It is empirically well established that high-fremey chaining of superlative indexes, such as Tashq
and Fisher price indexes, can lead to substantifs] fibr evidence, see Ivancic (2007), lvancicgeldert
and Fox (2011), de Haan and van der Grient (2G1J,de Haan and Krsinich (2012).

24 For the two-period case, de Haan (2004) proposes af regression weights such that the time dummy
method implicitly generates an imputation Térngpiste index; when there are no new and disappgarin
items, a matched-model Térngvist index resultsrmndelling has no influence.
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